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1. Introduction

Organic free radicals are ubiquitous in chemical
and biological systems. They are involved in a huge
number of fundamental processes going from simple
organic reactions1-3 through several industrially
relevant polymerizations4-6 up to many reactions
involving enzymes or nucleic acids.7-10

Since the direct structural characterization of these
generally short-lived, extremely reactive species is
very difficult, electron paramagnetic resonance (EPR)
emerged as the simplest and, often, most useful tool

to detect, identify, monitor, define the location, and
characterize the static and dynamic properties of free
radicals in different conditions and environments.11-15

However, EPR spectra do not give direct access to
the radical structure. Furthermore, the interpreta-
tion of the rich indirect information that can be
inferred from the analysis of the experimental spec-
tra is seldom straightforward since the magnetic
properties of a radical depend on the subtle interplay
of several different effects, not easily dissectable and
evaluated. For instance, vibrational averaging effects
in flexible radical systems or solvent shifts in polar
radicals can be sometimes larger than direct sub-
stituent effects, impairing any interpretation based
on rigid models in vacuo. In such a complex scenario,
theoretical studies can be very helpful, at two differ-
ent levels: (i) supporting and complementing the
experimental results to determine the electronic and
geometric structure of the radical starting from its
spectral properties; (ii) dissecting and evaluating the
role of different effects in determining the magnetic
properties of a given free radical. As a consequence,
organic free radicals soon started to be studied
by theoretical approaches of different levels of
sophistication.16-34 Systematic investigations of aro-
matic π radicals allowed one to highlight several
semiempirical relationships existing between the
isotropic hyperfine coupling constants (hcc’s) of aro-
matic hydrogen atoms and the π electron spin popu-
lations on carbon radical centers, that have been very
useful in the interpretation and the rationalization
of the experimental results.18-21,30-33 Reliable esti-
mates of the proton hcc’s could be obtained through
these relationships even employing a simple modifi-
cation of the Hückel method due to McLachlan.26 On
the other hand, a quantitative calculation of heavier
atom hcc’s requires the use of more sophisticated
treatements, that have started to be employed in a
more “routine” way only during the past decade.35-56

For small rigid systems in vacuo the most refined
post-Hartree-Fock (HF) models employing very large
basis sets are now able to deliver very accurate
results.35-37 However, only the development of meth-
ods rooted in the density functional theory (DFT)57

coupled to proper modeling of environmental and
vibrational averaging effects are allowing one to
obtain quite reliable results also for large systems
in condensed phases.43-56 This achievement not only
allows a direct comparison between computations
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and experiments, but makes it easier to evaluate the
contributions of different effects to the overall mag-
netic properties of free radicals.

This paper is thus devoted to review the most
relevant computational studies concerning the mag-
netic properties of medium-sized and large organic
free radicals, trying to point out how computations
can shed light on the physicochemical effects deter-
mining the experimental results more than to com-
ment on the intrinsic interest of the computational
studies or their agreement with the experiments. For
this reason, the review is restricted to the studies

concerning the magnetic properties of radicals, with-
out considering the huge number of computational
papers devoted to the relative stability or to the
reactivity of different open shell species. Among the
magnetic properties, we will focus our attention
mainly on the isotropic hcc’s that can be considered
almost completely assessed, without a detailed analy-
sis of the recent developments concerning the calcu-
lation of anisotropic hcc’s49-54 and g tensors.54-56,58-60

The first section of the review is devoted to con-
cisely analyze the most significant features of the
Hamiltonian of a free radical in the presence of an
external magnetic field. A comparison between dif-
ferent computational approaches in the calculation
of hcc’s is sketched in section 2.

In the three following sections, we try to define
some general and simple guidelines that could be
useful in decomposing and evaluating the relative
influence of intrinsic, environmental, and vibrational
effects in determining the hcc’s. We have chosen
nitroxides as “test cases” for examining in some detail
the consequences of all the general features high-
lighted in these sections. Nitroxides are indeed
among the classes of organic free radicals that have
been analyzed in greater detail by both experimental
and computational techniques. Furthermore, they are
probably the most widely used spin probes and spin
labels.

After a section devoted to a critical analysis of the
empirical relationships used to interpretate the
experimental results, in the last sections the theo-
retical studies concerning the magnetic properties of
some of the most significant classes of organic free
radicals are critically reviewed.

2. Isotropic Hyperfine Coupling Constant

The interaction between the electron spin (S) of a
free radical containing a magnetic nucleus of spin
I and an external magnetic field (B) can be de-
scribed61 by the spin Hamiltonian Hs of eq 1

The first term of the right-hand side (rhs) of eq 1 is
the Zeeman term describing the interaction between
the electron spin and the external magnetic field,
through the Bohr magneton µB ) eh/2mec and the g
tensor, the latter being defined as

where gcorr is the correction to the free electron value
(ge ) 2.0022319) due to several terms.55,56 The
isotropic value of g (giso) can then be obtained from
the diagonal elements of g

The second term on the rhs of eq 1 describes the
hyperfine interaction between S and the nuclear spin
I through the hyperfine coupling tensor A. The
corresponding Hamiltonian can be decomposed in two
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Hs ) µBS‚g‚B + S‚A‚I + small terms (1)

g ) ge1 + gcorr (2)

giso )
gxx + gyy + gzz

3
(3)
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terms, Hcontact and Hdip. Hcontact corresponds to the so-
called contact term:

where γe and γN are the electron and nuclear mag-
netogyric ratio, respectively, ge is the electron g
factors, µ0 is the vacuum permeability, h is the
Planck’s constant, δ(r) is a Dirac delta operator and
the sum runs on all the k electrons.

Hdip describes instead the classical dipolar interac-
tion between magnetic dipoles and can be calculated
by the following Hamiltonian61

where rN is the distance between the electron and
the nucleus. The dipolar term averages out by fast
rotational motion of the free radicals. When the
radical motion is restrained, due to viscous media at
low temperature or to the presence of biochemical
matrixes (such as proteins or micelles), the dipolar
terms do not vanish.

A can be decomposed correspondingly into two
terms:

The first contribution is the isotropic hcc and is
related to the spin density at the corresponding
nucleus by61

where PR-â is the difference between the density
matrices for electrons with R and â spins, i.e., the
spin density matrix.

The present review is devoted to the effects influ-
encing the isotropic term of the hyperfine coupling
tensor, which depends on the spin density at the
nucleus FN

Although use of this equation (referred to as the δ
function formalism) is computationally easy, it is very
sensitive to errors in the spin density at the nucleus.
A nonlocal operator has been developed by Harri-
man62 on the basis of the work of Hiller, Sucher, and
Feinberg (HSF).63 Rassolov and Chipman64 developed
improved operators that combine good aspects of both
the δ and HSF operators. Despite the excellent
performances of this approach, the development of
computational models and basis sets (vide infra) has
pushed the reliability of the δ operator approach to
a limit where its simpler implementation has become
decisive for systematic approaches.

Several theoretical papers18-21 have shown that two
main different effects can contribute to FN and, thus,
to the hcc of a given atom.

(i) The direct (delocalization) contribution, which
arises from the spin density at the nucleus due to
the orbital nominally containing the unpaired elec-
tron. This term is always positive.

(ii) The spin polarization, which takes into account
the fact that the unpaired electron interacts differ-
ently with the two electrons of a spin-paired bond or
inner shell, since the exchange interaction is opera-
tive only for electrons with parallel spins. This leads
to a shorter average distance between electrons with
parallel spins than between electrons with antipar-
allel spins. As a consequence, for π radicals a positive
spin density is induced at each non-hydrogen atom
by its own π spin density and a negative spin density
is induced at atoms in R positions (see Figure 1). The
absolute value of this contribution is smaller than
the direct one, but it becomes dominant when the
nucleus lies in, or very close to, a nodal plane of the
single occupied molecular orbital (SOMO), since in
this case the direct term is obviously vanishing.

Spin polarization can be described also in the
framework of spin restricted or spin unrestricted
molecular orbital theory,20,65 but the above valence
bond picture is conceptually simpler.

Hcc’s could in principle be influenced by spin-orbit
coupling.66,67 However, this contribution is usually
negligible for organic radicals and will not be con-
sidered in the following.

Finally, it is important to note that the hcc is a
strictly local property, depending on the spin density
(FN) in a well-defined point of the coordinate space
(i.e., the nucleus). Consequently, considerable caution
must be paid in rationalizing EPR spectra in terms
of spin population analyses as the Mulliken one
(QN

R ), which refer to quantities integrated on the
whole space.

where S is the overlap matrix. Spin populations,
while very useful to describe the spin propagation
mechanism along a molecular scaffold, can be ex-
perimentally probed only by polarized neutron dif-
fraction experiments.68

3. Methods for Calculating the Spin Density
The basic questions to be answered when starting

a computational study are (i) what method and (ii)
what basis set should I use? In the two next sections,

Figure 1. Schematic drawing of the mechanism operative
in the spin polarization effect.

QN
R ) ∑
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R-â +
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Hcontact ) -
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geγeγNµ0∑

k
δ(rk - rN)Sk‚I (4)

Hdip )
geγeγNµ0

4π (S‚I
rN

3
- 3

(S‚rN)(rN‚I)

rN
5 ) (5)

A ) aN1 + Adip (6)

aN )
2µ0

3
geµBgNΣµ,νPµ,ν

R-â〈φµ(r)|δ(r - rN)|φν(r)〉 (7)

FN ) Σµ,νPµ,ν
R-â〈φµ(r)|δ(r - rN)|φν(r)〉 (8)
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we present some elements that can be useful to solve
the above questions, bearing in mind that no unique
and final recipe has been found yet. As a matter of
fact, when studying the magnetic properties of a
radical, a suitable method should give (for whatever
class of radicals!):

(i) A good description of the geometry, which
strongly influences the direct term.

(ii) A good description of the electronic structure.
(iii) A good description of spin polarization effects.
Furthermore, since most of the chemically and

biologically significant/long-lived free radicals are
medium-/large-sized molecules it would be useful to
use methods and to develop computational proce-
dures having reasonable scaling properties (vide
infra).

Since a computational method possessing all the
above properties is not yet available, a careful
analysis of the system and/or the properties under
study is always mandatory before selecting the most
effective computational approach.

3.1. Quantum Mechanical Models
Soon after the first theoretical papers applying

quantum mechanics to the study of free radicals16,17

and of the hyperfine interactions in open shell
systems,18-21 the determination of the spin densities
started to be approached by empirical,22,23 semi-
empirical,24 and nonempirical quantum mechanical
calculations.25-29

A critical survey of those computational results
shows unambiguously that electron correlation ef-
fects cannot be neglected even for a semiquantitative
agreement with experimental spin densities and
hcc’s. In particular, the restricted open-shell
Hartree-Fock (ROHF) method cannot take spin
polarization into the proper account, whereas its
unrestricted counterpart (UHF) is plagued by the
effect of spin contamination leading to results often
wrong by 100%.35-37 Perturbative many body correla-
tion models are sometimes sufficiently reliable,72 but
there are counterexamples especially concerning σ
radicals (e.g., vinyl) or π radicals with significant
multireference character (e.g., allyl or phenoxy).43,44

Because tight functions are more important for hcc’s
than for energy differences, core correlation is neces-
sary for even semiquantitative studies. This also
explains why the convergence of hcc’s from multi-
reference (MR) configuration interaction (CI) calcula-
tions with energy-selected “excited configurations” is
slower than the convergence of the total energy.69

This problem is strongly reduced in the MR-CI/Bk
approach.70 Both quadratic CI (QCI)70,71 and coupled
cluster (CC)35-37 methods give good results, especially
when triple excitations are included via perturbation
theory and purposely taylored (or very large conven-
tional) basis sets are employed.35,36 Unfortunately,
the scaling of these methods with the number of
active electrons makes their use unpractical already
for medium-sized (around 10 non-hydrogen atoms)
radicals.

In the past few years, methods based on the
unrestricted Kohn-Sham (UKS) approach to density
functional theory (DFT) have revolutionized the

situation, since they couple a remarkable reliability
with a very favorable scaling with the number of
basis functions, which has become essentially linear
in the latest implementations.76 Furthermore, spin
contamination is usually negligible due to a reason-
able balance between exchange and correlation con-
tributions. Tables 1-3 compare the results obtained
by HF, post-HF, and several current functionals for
three representative free radicals, i.e., methyl, vinyl,
and phenoxy (see Figures 2-4).

As mentioned above, the Hartree-Fock model is
unreliable and, at the other extreme, QCISD, CCSD,
and CCSD(T) models are reliable, but very expensive.
The situation is more involved for UKS methods. As
a matter of fact, the different functionals give com-
parable (and quite accurate) results for hydrogen
atoms, but very different results for heavier atoms.
This is related to the delicate balance between the

Table 1. Hyperfine Coupling Constants (in Gauss)
Computed for Methyl Radical by Different Density
Functionals with the EPR-II Basis Set

hcc C hcc H

BLYP 27.40 -21.88
PBEPBE 24.46 -23.14
HCTH407 54.50 -25.18
OLYP 40.18 -24.86
BP86 20.77 -22.74
B3LYP 30.15 -23.60
PBE0 29.00 -25.89
B98 46.60 -23.92
HFa 58.23 -41.73
CCSDa 29.20 -26.50
CCSD(T)a 28.45 -25.92
CCSD(T)b 27.2 -25.0
ROHF+SCI 26.6 -25.6
expa,c 28.41 -25.12

a Chipman basis set.95 b Infinite basis set extrapolation from
ref 75. c These experimental results correspond to a hypotheti-
cal nonvibrating planar molecule; see ref 95. The direct
experimental results are 38.34 and 23.04 G; from ref 243.

Table 2. Hyperfine Coupling Constants (in Gauss)
Computed for the Vinyl Radical by Different Density
Functionals with the EPR-II Basis Set on Geometry
Optimized at the PBE0/6-311+G(d,p) Level

CR Câ HR Hâ Hâ′
BLYP 107.96 -3.76 20.2 67.7 43.4
PBEPBE 104.2 -4.67 15.7 64.0 41.3
HCTH407 137.7 -7.6 11.8 61.3 39.4
OLYP 132.0 -5.6 15.2 57.6 35.6
BP86 101.2 -3.5 16.4 63.8 41.1
B3LYP 113.5 -5.8 17.4 64.4 41.4
B3LYPa 117.8 -4.1 18.9 56.3 34.5
PBE0 112.2 -8.0 12.4 61.9 40.0
PBE0a 116.1 -6.2 14.1 54.2 33.6
B98 128.2 -8.7 15.4 62.7 40.2
ROHFa 128.7 12.7 26.4 21.7 12.3
ROHF+SCIa 137.9 -3.3 17.4 42.8 23.5
MR+SCIa 138.2 -1.6 15.1 40.5 23.0
UHFb 181.4 -48.2 -17.2 66.9 47.4
CCSDb 121.1 -7.9 10.6 51.1 29.6
CCSD(T)b 117.3 -6.1 11.9 51.3 29.3
CCSD(T)c 110.0 -6.0 14.6 60.1 36.4
expd 107.6d -8.6d 13.8e 65.9e 39.6e

a Geometry and Chipman basis set from ref 39. b Basis set
from ref 37. c Infinite basis set extrapolation of hcc’s at
CCSD(T)/cc-pCVQZ geometry from ref 75. d See ref 142. e See
ref 143.
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spin polarizations of valence and core orbitals, which
provide large contributions of opposite sign. As a
consequence, the results are very good for σ radicals
(e.g., vinyl) whose hcc’s are dominated by the direct
effect, but the accuracy can decrease dramatically
when going to π radicals. In this connection inclusion
of some Hartree-Fock exchange is usually beneficial,
and hybrid functionals outperform their conventional
counterparts.77 It is particularly disappointing that
the most recent functionals containing empirical

parameters fitted to thermodynamic properties are
unable to describe in a balanced way differential spin
polarization of a different shell, irrespective from the
inclusion (B9878) or not (B97,79 B97-1,80 HCTH,80

OLYP81) of some Hartree-Fock exchange. This points
out, once again, that fitting can severely bias the
performances of a functional toward a restricted
number of properties.82 On balance, the most consis-
tent results are provided by the PBE0 functional,83

which does not contain any adjustable parameter and
will be used in most of the calculations discussed in
the following.

As shown in Tables 1-3, when suitable functionals
are used, UKS calculations generally provide ac-
curate magnetic properties. There are, however,
situations in which this is no longer true. For
instance, as shown in Table 4, irrespective of the
functional employed, DFT calculations under-
estimate the absolute value of the nitrogen hcc in
nitroxides,84-91 whereas the quadratic configuration
interaction (QCISD) approach coupled with purposely
tailored basis sets92 provides accurate results for this
observable.71,93

Then, an effective way to conjugate accuracy and
computational feasibility is offered by the use of a
composite approach:87-91

where the superscript denotes the level of calculation
and the subscript the size of the system, with “big”

Table 3. Hyperfine Splitting Constants (in Gauss) Computed for the Phenoxy Radical by Different Density
Functionals with the EPR-II Basis Seta

O C Cortho Cmeta Cpara Hortho Hmeta Hpara

BLYP -5.72 -9.37 5.60 -6.80 9.40 -5.96 1.44 -8.00
PBEPBE -4.86 -9.88 5.10 -7.06 8.80 -6.07 1.49 -8.18
HCTH407 -4.09 -14.12 -9.90 7.53 -9.90 -7.24 1.85 -9.54
OLYP -5.53 -12.53 7.92 -8.95 13.49 -9.32 1.64 -7.01
BP86 -2.80 -9.45 4.01 -9.45 7.29 -8.17 1.53 -6.04
B3LYP -9.28 -13.28 8.10 -9.53 12.23 -7.28 2.83 -9.33
PBE0 -9.50 -15.47 9.02 -11.06 13.27 -8.26 3.72 -10.42
B98 -11.2 -15.86 12.76 -11.20 18.63 -7.51 2.87 -9.60
MP2b -7.41 11.77 -14.36 10.21 -7.12 1.72 -8.25 -2.05
exp -9.6c -9.8c 2.7c -8.8c 9.3c -6.6d 1.6d -10.0d

a Geometry optimized at the PBE0/6-31+G(d,p) level. b Chipman basis set.95 c Tyrosyl amino acid in frozen solution.138 d In
aqueous solution.139

Figure 2. Schematic drawing of the single occupied
molecular orbital of methyl radical.

Figure 3. Schematic drawing of the single occupied
molecular orbital of vinyl radical.

Figure 4. Schematic drawing of the single occupied
molecular orbital of phenoxy radical.

Table 4. Nitrogen Mulliken Spin Densities (in a.u.)
and Hyperfine Splitting Constants (in Gauss)
Computed for (CH3)2NO by Different Density
Functionals with the EPR-II Basis Seta

hcc N spin density N spin density O

BLYP 6.46 0.461 0.516
PBEPBE 6.07 0.461 0.515
HCTH407 4.89 0.475 0.516
OLYP 6.43 0.467 0.517
BP86 5.00 0.459 0.515
B3LYP 8.78 0.464 0.528
PBE0 9.27 0.465 0.531
B98 9.81 0.465 0.529
MP2b 14.36 0.580 0.414
QCISDb 12.13 0.453 0.451

a Planar geometry of the NO moiety NO bond length: 1.28
Å, CN bond length: 1.47 Å, CNC bond angle: 120°. b Chipman
basis set.95

aN ) aNbig

DFT + (aNsmall

QCISD - aNsmall

DFT ) (10)
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referring to the radical under study and “small” to a
suitable reduced model, whose geometry is frozen to
that of the corresponding fragment in the big system,
in the same spirit of the methods of the ONIOM
family.94 A number of studies have shown that the
above procedure provides reliable results for the
nitrogen hcc’s in nitroxides.87-91 In those cases, the
small system was a dimethyl nitroxide moiety, and
the big system is the whole molecule plus, when
needed, the solvent molecules more strongly bound
to the solute (see Figure 5).

Whenever using this kind of approach, attention
has to be paid both to the size of the model system
and to the quality of the computational method used
in the calculation on the big system. For example,
the QCISD correction to the PBE0 results changes
remarkably (by ≈1.5 G) when going from H2NO to
(CH3)2NO (planar geometry around the NO moiety).

For what concerns instead the second point, it is
important to highlight that the reliability of the
procedure requires that the method used for the big
system is able to provide (i) reliable geometries and
(ii) accurate estimates of the intrinsic effect (both
through bond and through space) on the hcc’s.
Inspection of Table 5 shows indeed that the difference
between the hcc’s computed at the PBE0 and at the
QCISD level decreases by more than 2 G when going
from a planar to a strongly pyramidal geometry of
the NO moiety.

This result is not unexpected since the accuracy of
UKS computations is different for spin polarization
and delocalization contributions, whose relative im-
portance depends on the degree of pyramidalization
of the NO moiety. At the same time, DFT geometries
are very accurate and the use of the same geometry
for small and big systems eliminates the dependence
of the QCISD correction on the NO pyramidalization.

3.2. Basis Sets
Within the standard delta formulation (see eq 8),

the isotropic hcc’s depend only on the local quality
of the wave function at the nuclei, which is deter-
mined by both one- and two-center terms. The latter,
which were neglected in semiempirical computations,

require the use of diffuse functions at least for non-
hydrogen atoms. The former could be very difficult
to describe by Gaussian functions, which do not
satisfy the correct cusp condition. A number of
studies show, however, that this problem can be
overcome by using sufficiently large basis sets or,
more effectively, by adding to standard basis sets
very tight s functions. In the context of conventional
ab initio methods, Chipman95 showed that, partly due
to some error compensation, the popular Huzinage-
Dunning double-ú basis set can give reliable results
if augmented by standard polarization functions and
uncontracted in the outer core - inner valence region.
More recently, the coefficients of the resulting (5,2,1)
(heavy atoms) or (3,1) (hydrogen atoms) contraction
of the original basis set have been reoptimized by
atomic UKS computations (with the B3LYP func-
tional) leading to the so-called EPR-II basis set.43,96

Larger basis sets have been built with the aim of
using the same method and basis set for geometry
optimization, determination of (harmonic) force fields,
and computation of spectroscopic properties. In par-
ticular, the EPR-III basis set has been obtained from
its EPR-II counterpart using a triple-ú contraction
of the p-set, doubling the number of polarization
functions, and adding both tight and diffuse s, p
functions.43 Hydrogen is somewhat special. Following
the prescriptions of Chipman,95 the EPR-II basis set
was obtained by adding a tight function to the 4s set
of Huzinaga, optimizing the coefficient of a (3,1,1)
contraction in atomic computations, and by scaling
the orbital exponent by 1.2 for molecular computa-
tions. The larger EPR-III basis set is, instead, a
(3,1,1,1,1) contraction of the 6s set of Thakkar et al.97

supplemented by one tight function (ú exponent )
552.19) and without any further scaling. Although
basis sets optimized at the UHF level can be not
optimal for DFT and post-HF computations, several
studies have shown that Chipman, EPR-II and EPR-
III basis sets provide reliable results probably due
to their low contraction pattern and/or reoptimization
of contraction coefficients. Larger basis sets can
provide marginally better results,75 but their use is
prohibitive for large systems.

Figure 5. Schematic drawing of the decomposition used
in the composite procedure for the hcc calculation in
nitroxides. Reprinted with permission from ref 87. Copy-
right 2001 Elsevier.

Table 5. Nitrogen Mulliken Spin Densities (in a.u.)
and Hyperfine Splitting Constants (in Gauss)
Computed for (CH3)2NO by PBE0/EPR-II and QCISDa

Calculation for Different Out-of-Plane Angles (in
degrees) of the Oxygen Atomb

PBE0 QCISDout of
plane
angle

spin
density

nitrogen
hcc

spin
density

nitrogen
hcc

0 0.465 9.27 0.453 12.12
5 0.464 9.45 0.453 12.27

10 0.461 9.96 0.451 12.69
15 0.456 10.75 0.447 13.34
20 0.449 11.78 0.442 14.16
25 0.441 12.95 0.436 15.08
30 0.432 14.19 0.428 16.04
35 0.421 15.43 0.420 16.96
40 0.410 16.60 0.410 17.80
45 0.398 17.66 0.400 18.51
50 0.386 18.56 0.388 19.09

a Chipman basis set.95 b Planar geometry of the NO moiety
NO bond length: 1.28 Å, CN bond length: 1.47 Å, CNC bond
angle: 120°.
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4. Electronic Effects
Each free radical has its own electronic structure,

so it is not trivial to find out common features or
computational procedures suitable for different classes
of compounds. Most of the electronic effects influenc-
ing magnetic properties are thus reviewed and dis-
cussed in the sections devoted to the specific analysis
of each radical family. Here we give only some
general considerations on the importance of the
intrinsic effect in determining the hcc’s, using ni-
troxides as test cases.

The first (and not always trivial) step of any
theoretical analysis of the electronic effects on hcc’s
is obviously the definition of the “nature” of the single
occupied molecular orbital (SOMO). This orbital,
nominally bearing the unpaired electron, has the
largest influence on the magnetic properties of the
radical. For example, the symmetry of the SOMO
allows one to discriminate between σ and π radicals,
and, consequently, to evaluate the relative impor-
tance of direct and spin polarization contributions to
the hcc.

Many of the most important electronic effects on
the hcc’s can thus be more easily visualized with
reference to their influence on the SOMO. Unfortu-
nately, each physicochemical effect influences the
“whole” electronic structure of a given free radical
and a close inspection of all the molecular orbitals is
usually mandatory.

For example, the SOMO of nitroxides is essentially
constituted by the antibonding π* orbital localized
on the nitrogen and the oxygen atoms of the nitroxide
moiety (see Figure 6).

So, the larger/smaller is the contribution of nitro-
gen’s atomic orbital to the SOMO, the larger/smaller
is the nitrogen spin density (and the smaller/larger
will be the oxygen spin density).

However, the shape of the SOMO obviously de-
pends on the shape of all the remaining molecular
orbitals, and, particularly, on the doubly occupied π
bonding orbital. The most useful way to look at the
nitroxide electronic structure is thus considering it
a three-electron π system, which can be formally
described by the two limiting resonance structures
of Figure 7.

Figure 7a depicts a molecule where the π bonding
orbital corresponds to a lone pair localized on the
nitrogen atom, whereas the SOMO is constituted by
the singly occupied p orbital of the oxygen atom.
Figure 7b corresponds to the opposite situation, with
the π* orbital and unpaired electron localized on the

nitrogen atom and the electron pair of the π molec-
ular orbital localized on the oxygen atom. This picture
allows one to rationalize the most significant elec-
tronic effects on the hcc of the NO moiety. All the
factors decreasing the contribution of the nitrogen
atom to the π orbital increase the contribution to the
π* orbital and, consequently, nitrogen spin density.
On the basis of the resonance structures of Figure 7,
the same phenomenon can be alternatively described
in terms of effects stabilizing/destabilizing the pres-
ence of a formal positive charge on the nitrogen atom.

Inspection of Figure 6 shows that also the two
hydrogen atoms HR′ and HR′′ (whose CH bonds are
nearly perpendicular to the CNO plane) give a non-
negligible contribution to the SOMO. This implies
that there will be a non-vanishing direct contribution
to their hcc’s. At the same time, there is a spin
polarization contribution (through the R carbon atom)
to the hcc of each R hydrogen atom. For R hydrogen
atoms in nitroxides these two contributions have the
same sign; however, there are cases (e.g., â hydrogens
in nitroxides) in which the direct and spin polariza-
tion contributions have opposite signs and can cancel
out.

In the next two sections, we examine the two most
important intrinsic effects influencing the electronic
structure of a free radical, i.e., those depending on
its geometry and on the nature of the substituents.

4.1. Geometry Effect
We start our analysis examining how the magnetic

properties of a radical are modified by small modi-
fications of its equilibrium geometry, essentially due
to changes in the chemical structure of the molecular
scaffold where the radical moiety is inserted in or in
its substituents. As we stated above, small geometry
changes, even if not substantially altering the “na-
ture” of the radical, can strongly affect its hcc’s. A
typical example of this feature is represented by
π-like radicals. Small deviations from the planarity
of the radical center allow the participation of s
atomic orbitals to the SOMO, so that the spin density
at the nuclei is no more vanishing, and thus direct
contributions become operative.

In nitroxides, for example, the nitrogen hcc in-
creases substantially with the pyramidalization of
the dNO moiety (see Table 5). But what effects
influence the competition between a planar and a
pyramidal environment at the nitrogen atom of the
NO moiety? Previous theoretical studies89,90,98-100

have shown that this equilibrium depends on the
subtle balance of at least three effects:

(i) the partial π bonding of the NO moiety, which
favors a sp2 hybridization, and thus a planar geom-
etry, at the nitrogen atom.

(ii) steric effects.

Figure 6. Schematic drawing of the single occupied
molecular orbital of N-methyl-nitroxide.

Figure 7. (a,b) The two most important resonance struc-
tures the nitroxide moiety.
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(iii) the electronic structure of the NO π system,
i.e., the relative weight of the two main resonance
structures which can be written for the NO moiety.
The resonance structure (Figure 7a), with a lone pair
on the nitrogen, is stabilized by a pyramidal environ-
ment, which minimizes the interelectronic repul-
sions: for instance, NH3 has a pyramidal geometry.
In the resonance structure (Figure 7b), there is
instead just one electron in the p-like orbital on
nitrogen; this favors a planar geometry, which mini-
mizes the repulsion among the three two-electron σ
bonds of nitrogen: the methyl radical, which can be
represented by the resonance structure (7b) is indeed
planar.

This latter point is treated in greater detail in the
next section, while here we focus our attention on the
influence of steric effects. For nitroxides, the most
relevant features can be the geometrical strain due
to the insertion of the NO moiety in a ring and/or to
the repulsions between the oxygen atom and the
substituents on the R carbon atoms in the ring.

The former factor is responsible for the different
behaviors of five- and six-membered cyclic nitroxides.
Several computational studies show indeed that (in
agreement with experiments) the NO moiety is
planar in the former and pyramidal in the latter
family of compounds.84-91,98-100 In a five-membered
ring, steric hindrances can be minimized by a planar
arrangement, which allows for a staggered conforma-
tion between the oxygen and the CR substituents.
Unsaturated six-member nitroxides usually adopt a
chairlike conformation; as a consequence, in these
compounds the minimization of the steric interactions
is obtained by assuming a pyramidal arrangement
of the NO moiety, with the oxygen atom usually in
equatorial position. This feature has an interesting
consequence: the total nitrogen spin density is usu-
ally larger in five-membered than in six-membered
cyclic nitroxides, since a planar geometry favors
resonance structure 7b (see Figure 7). Notwithstand-
ing this, the nitrogen hcc is larger in the latter
compounds, because direct contributions to the hcc’s
are possible.

This example allows us to highlight a more general
feature: in a free radical hcc’s are strictly propor-
tional to the spin density only if the geometry does
not change. We can say that any change in the
structure or in the composition of a free radical can
affect in different directions the electronic and the
geometry structures and, consequently, can affect in
different, or even opposite, directions the value of the
hcc.

Deviation from the planarity is the most influential
geometric effect for π-like radicals; however, it is not
the only one. The magnetic properties can indeed
depend on additional degrees of freedom, such as the
bond distance between specific pair of atoms in the
radical.

Computations predict indeed that the variation of
the bond distance between atoms contributing to the
π system can modify the shape of the π orbital, and,
thus, the magnetic properties of the radical. For
example, inspection of Table 6 shows that nitrogen
hcc depends to some extent on the N-O bond length.

Interestingly, the effect of the NO bond length on the
hcc depends, in turn, on the planarity of the NO
moiety. As a matter of fact, hcc increases with the
NO bond length for a planar geometry, whereas it
decreases for a pyramidal geometry. When the NO
bond length increases, the nitrogen contribution to
the SOMO decreases, since its weight in the double
occupied π orbital increases. As a consequence,
nitrogen spin population decreases (see Mulliken spin
population in Table 6), together with the contribution
from the direct effect.

This contibution is comparatively more important
for a pyramidal geometry of the NO moiety, thus
explaining the trend predicted for that geometry. On
the other hand, the weakening of the NO bond leads
to a more effective spin polarization in the NC
bonds: this effect can explain the trend found for
planar nitroxides. It is indeed meaningful that the
carbon atom spin density becomes more negative
when the NO bond length increases. However, ex-
perimental NO bond length variations (due to intrin-
sic effect or to the formation of intermolecular
hydrogen bonds) are usually in the range of ≈ (0.03
around 1.28 Å and thus this effect should play a
minor role in determining nitroxide magnetic proper-
ties. The dependence on the CNC bond angle is even
less significant. Nitrogen hcc increases indeed by only
0.1 G (PBE0/EPR-II calculations) when this angles
goes from 108° (typical of a strongly pyramidal
environment) up to 132° (as it happens in planar
environment with strong steric repulsion between the
CR substituents).

The study of the dependence of the magnetic
properties on molecular geometry is certainly more
difficult when the determination of a reliable geom-
etry is far from being trivial. This is the case of CO
bond distance in phenoxy-like compounds,101,102 whose
strongly multiconfigurational character requires an
adequate treatment of nondynamical correlation ef-
fects. As a matter of fact, the predicted CO bond
length is strikingly dependent on the level of the
theory adopted (varying from 1.23 to 1.38 Å; see ref
101 and references therein) and on the size of the
basis set employed (changing by 0.008 Å when going
from CAS-SCF/6-31G(d) to CAS-SCF/6-311G(2d,p)
calculations).101

Table 6. Nitrogen Mulliken Spin Density (in a.u.) and
Hyperfine Splitting Constants (in Gauss) Computed
for (CH3)2NO by PBE0/EPR-II and for Different
Values of the NO Bond Length (in Å) and Two
Different Values of the Out-of-Plane NO Anglea (in
degrees)

out-of-plane NO angle

0 30

NO bond
length

spin
density

nitrogen
hcc

spin
density

nitrogen
hcc

1.20 0.478 8.78 0.447 14.29
1.24 0.471 9.05 0.439 14.26
1.28 0.465 9.27 0.432 14.19
1.32 0.459 9.44 0.424 14.08
1.36 0.454 9.57 0.416 13.92
1.40 0.450 9.65 0.409 13.71

a CN bond length: 1.47 Å, CNC bond angle: 120°.
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On balance, PBE0 calculations confirm their reli-
ability also in “difficult” systems, predicting that the
CO bond has a “substantial” double bond character,
in agreement with CAS-SCF calculations. As a
matter of fact, the computed equilibrium CO bond
length is 1.248 Å (PBE0/6-311+G(2d,2p) geometry
optimization) and the normal mode associated with
the CO bond has a stretching frequency of 1511 cm-1

(PBE0/6-31+G(d,p) calculations) very close to the
experimental determination (1505 cm-1). They also
exhibit a relatively fast basis set convergence: the
computed CO equilibrium bond length decreases by
only 0.005 Å when the basis set is increased from
6-31G(d) up to 6-311+G(2d,2p).

From a qualitative point of view, it is worth of
noting that, independently of the exact value of the
CO bond distance, the lengthening of the CO bond
leads to a larger localization of the SOMO on the
oxygen atom, whose Mulliken spin density increases
from 0.36 to 0.65 au when the CO bond length
increases from 1.20 to 1.40 Å. Consequently, the
oxygen hcc increases by ≈3 G, and the hcc’s of all
the atoms are affected remarkably.

Bond stretching affects, even if to a lower extent,
also the magnetic properties of atoms not participat-
ing in the π system, whose hcc’s thus depend on spin
polarization contribution only. In general terms, we
can say that spin polarization becomes more signifi-
cant with the lengthening of the bond. However, this
effect is not very large, also taking into account that
the range of variation of σ bonds (e.g., the CH one)
is usually quite small.

Direct and indirect effects can play a multiple role
also in the bond stretching of a σ radical, like vinyl.
In the vinyl radical (see Table 7) the CR carbon atom
hcc increases with the CC bond length, leading both
to a larger localization of the SOMO on this carbon
atom and to a more significant spin polarization
effect.

The Câ hcc exhibits, instead, a nonlinear, almost
constant, trend. As a matter of fact, the different
trends predicted by complete UKS computations and
by their counterparts including only the SOMO
contribution to the hcc’s show that for Câ the balance
between direct and indirect effects (both through the
CC and the CH bonds) is much more complicated.

4.2. Substituent Effects on the Electronic
Structure

The number and the nature of the chemical groups
present in a radical can influence its electronic
structure even if leaving the geometry unchanged.
Determining substituent effects on the electronic
structure of a molecule is a “classical” problem of
quantum chemistry, and a thorough analysis of this
question falls obviously out of the scope of the present
review. We’ll thus limit our treatment to some
considerations concerning the most common classes
of free radicals.103

The comparison of several theoretical studies pre-
dict, in line with the experimental results, that the
nitrogen hcc in nitroxides increases when going from
H2NO to (CH3)2NO and, then, with the number of the
electrondonor substituents on the CR atoms.89,90,104

The analysis of the molecular orbitals of (CH3)2NO
shows indeed that a p orbital of the methyl substit-
uents gives some contribution to the π bonding orbital
of the NO moiety, while the weight of the nitrogen p
orbital is correspondingly reduced. As a consequence,
the nitrogen orbital has a larger contribution to the
π* SOMO and its spin density increases. Alterna-
tively, from a complementary point of view, we can
say that any electron donor substituent stabilizes the
resonance structure Figure 7b, which implies the
presence of a partial formal positive charge on the
nitrogen atom. As a matter of fact, when electron
withdrawing groups are present in the nitroxide
molecule, nitrogen’s hcc usually decreases. The de-
pendence of the magnetic properties on the electron
attracting power of the substituents present on the
nitroxide molecule is the basis of interesting applica-
tions of these molecules, such as their use as pH spin
probes. When an H-acceptor/donor is present in the
molecule some nitroxides exhibit a remarkable de-
pendence of the isotropic hcc’s of the nitrogen atom
of the NO moiety on the pH of the embedding
medium.105 For instance, in 2,2,5,5,tetramethyl-4,-
methyl-imidazoline nitroxide nitrogen hcc decreases
by 0.88 G upon protonation of the nitrogen atom of
the ring,105 whereas deprotonation of the carboxyl
substituent of 2,2,5,5-tetramethyl,1-3,carboxy-pyr-
rolidine leads to a increase of the nitrogen hcc by 0.2
G.91 Even if more involved electronic effects cannot
be excluded a priori, those results can be explained
by simple electrostatic considerations. The presence
of a positive charge disfavors the resonance structure
Figure 7b, leading to a decrease of the spin density
and of the hcc of the nitrogen atom, whereas the
opposite happens in the presence of a negative
charge.

Another significant substituent effect can be obvi-
ously the loss of symmetry of the geometry and of
the electron density, resulting in the asymmetriza-
tion of the magnetic properties within the free
radical. Usually this effect is quite small in absolute
value, but could impair a direct comparison between
experiments and computations, especially when the
latter are performed on model, highly symmetric
systems. In phenoxyl, for example, ortho or meta
hydrogen atoms exhibit perfectly equivalent hcc’s. In
tyrosil peptide, as we will see in greater detail in the

Table 7. Carbon Atom Hyperfine Splitting Constants
(in Gauss) Computed for the Vinyl Radical by PBE0/
EPR-II for Different Values of the Carbon-Carbon
Bond Length (in Å)a

CR Câ

bond length UKS SOMOb UKS SOMOb

1.26 107.74 94.83 -7.60 11.75
1.28 110.31 96.79 -7.48 11.67
1.30 112.88 98.70 -7.40 11.60
1.32 115.44 100.56 -7.35 11.55
1.34 118.01 102.37 -7.36 11.51
1.36 120.61 104.14 -7.42 11.48

a Geometry: H-C bond length 1.08 Å, HR-CR-Câ bond
angle 138°. b Only the SOMO contribution to the hcc is taken
into account.
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next sections, they are always different, even if to a
small extent, due to weak interactions with the
peptide backbone.106

We close this section with a word of caution, noting
that the number and the size of the substituents can
affect both the geometry and the electronic structure
of a free radical. Sometimes these two effects influ-
ence the value of the hcc in opposite directions,
making more difficult the interpretation of the ex-
perimental results. An example of this phenomenon
can be found when looking to the effect of multiple
methyl substitution at CR in five-membered ring
nitroxides (see Figure 8).

The presence of a methyl substituent on the CR

atom of pyrrolidine nitroxides increases the nitrogen
hcc. This result is due both to the electrondonor
power of a methyl group and to the pyramidalization
of the NO moiety (planar in unsubstituted pyrroli-
dine) for the “asymmetrizing” presence of the single
methyl substituent. The effect of the presence of a
second methyl group cannot be predicted a priori. The
increase in the number of electron donor sustituents
should, in principle, increase the nitrogen hcc. How-
ever, in Z-2-methyl,5-methyl-pyrrolidine nitroxide
the NO moiety is planar by symmetry. In this
compound, the nitrogen hcc is slightly smaller than
in the 2-methyl-pyrrolidine nitroxide (see Figure 8).
In E-2-methyl,5-methyl-pyrrolidine nitroxide elec-
tronic and geometric effects are no more opposite and
nitrogen hcc’s are larger than in 2-methyl-pyrrolidine
nitroxide. When imposing the same geometry to all
the nitroxides, nitrogen hcc increases almost linearly
with the number of methyl sustituents (see Figure
8).

5. Environmental Effects
One of the most striking experimental evidences

provided by the first EPR studies of organic free
radicals has been that the magnetic properties of a
given molecule (hereafter, the solute) are modified
by the embedding medium (hereafter the solvent).

Summarizing the huge amount of studies devoted
to investigate this phenomenon in great detail, we
can say that the environment can influence:

(i) The value of the isotropic hcc. For example,
nitrogen hcc in nitroxides can increase by 2.50 G
when going from apolar solvents to water.107,108

Analogously, for 1,4-benzosemiquinone C1 and C4
hcc’s change sign (from -2.13 G to 0.24 G) when
going from DMSO to water.109

(ii) The value of the anisotropic hcc. In nitroxides,
the most significant component is Azz (if the unpaired
electron is in the pz orbital), and it shows solvent
shifts similar to those of Aiso.110

(iii) The value of the isotropic (giso) and anisotropic
g constants. In nitroxides both giso and gxx decrease
with increasing the polarity or the hydrogen bonding
power of the solvent.55,110,111

(iii) The line widths of the EPR spectra (and the
effective rotational correlation time) are influenced
by the viscosity and the degree of order of the
medium in which the radical is embedded.

All those features provide valuable information on
the effects influencing magnetic properties, but are
also the basis of important chemical and biochemical
applications of the EPR spectroscopy, such as the
spin probing. They have thus been examined in detail
by both experimental and computational studies. The
most significant results are concisely reviewed in this
section, focusing our attention on (i) the computa-
tional approaches most suitable and reliable in
reproducing solvent effects on the hcc’s and (ii) the
underlying physicochemical effects.

5.1. Methods for Computing Solvent Effects on
hcc’s

A considerable effort has been devoted to deter-
mining which is the “best” solvent model to explain
the results presented in the preceding section, and
which solvent parameter hcc depends on the most.
Experimental studies on nitroxides suggest that the
best “descriptor” of solvent effects on hcc’s is ET, a
parameter based on the solvatochromic shift of the
absorption maximum of piridinium N-phenol-
betaine.91,107 The nitrogen hcc in nitroxides linearly
depends indeed on ET.91,107

Although the absence of a detailed theory of ET
does not allow any understanding of solvent effects
at the molecular levels, it strongly suggests that the
nitrogen hcc is influenced not only by the polarity of
the solvent, but also by the formation of solute-
solvent hydrogen bonds. This conclusion is supported
by the existence of distinct trends for protic and
aprotic solvents, not only for nitroxides,91,107,110 but
also for quinone derivatives.109

A suitable theoretical treatment should thus give
proper account of both specific and bulk solvent
effects on the magnetic properties.

Bulk solvent effects can be treated in at least two
different ways. The most direct procedure consists
of including in the calculations a number of explicit
solvent molecules large enough to reproduce the
properties of the bulk (e.g., the macroscopic dielectric
constant).112-114 For example, Yagi et al. used 215
solvent molecules (treated at the moleculer mechan-
ics level assigning a point charge to each atom) to
reproduce bulk solvent effects on the nitrogen hcc of
(CH3)2NO.113 However, when this kind of approach
is used, a correct placement of the first solvation shell
molecules is required, since it can strongly influence
the quality of the computed solvent shifts of the

Figure 8. Shift of the nitrogen hcc due to methyl substitu-
tion in some pyrrolidine nitroxides computed at the PBE0/
EPR-II level. Results obtained imposing the same geometry
of the NO moiety to all the compounds are given in
parentheses.
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spectroscopic observables. For instance, Table 8
shows that two water molecules lying in the molec-
ular plane or perpendicularly to it lead to remarkably
different (≈0.4 G) solvent shifts. This result is not
surprising: since in nitroxides the nitrogen hcc
depends mainly on the π orbitals, solvent molecules
perpendicular to the nitroxide plane should produce
a larger polarizing effect.

However, it is worth of noting that the planar
arrangement of water molecules is significantly more
stable (by 2.3 kcal/mol at the PBE0/6-311+G(d,p)//
PBE0/6-31+G(d,p) level) than the perpendicular one.
Thus, the contribution of perpendicular water ar-
rangements to the experimental hcc should not be
statistically relevant. In any case, a reliable estimate
of the explicit interaction effect on the magnetic
properties requires that the relative energy (influenc-
ing the residence time) of the different arrangements
is correctly calculated. This can be often difficult for
the empirical and semiempirical methods which are
usually used for calculating the coordination geom-
etry of the explicit solvent molecules around the
solute, suggesting a quantum mechanical treatment
of at least the first solvation shell.

Furthermore, a correct reproduction of bulk effects
by explicit solvent molecules requires a proper aver-
aging of different configurations, thus leading to
unreasonable computer costs unless simplified mod-
els and/or low number of solvent molecules are used.
As a consequence, continuum models emerged in the
last two decades as the most effective tools to treat
bulk solvent effect.115,116 For the limited scope of the
present review, we can schematically say that in a
continuum model the solvent is represented by an
infinite, structureless medium characterized by mac-
roscopic properties (dielectric constant, density, etc.);
a cavity is then defined within the solvent such that
the solvent distribution function is 0 inside the cavity
and 1 outside. When the solute is inserted in the
cavity, the solute-solvent interactions are switched
on. Within this general framework, continuum mod-
els differ depending on the way the cavity is built
and on the operator used to describe the solvent
reaction field. Almost all the existing continuum-
based approaches have been used to reproduce sol-
vent effects on magnetic properties and their perfor-
mances have also been critically compared.104,109 The

simple Onsager model117 (solute considered as a
dipole in a spherical molecular cavity) gives the
correct trend of hcc’s with respect to solvent dielectric
constant, but it saturates too quickly.104,109 For in-
stance, the hcc of the H2NO nitrogen reaches 85% of
its maximum value already for ε ) 12.104 A better
agreement with experiments can be obtained only by
introducing a realistic molecular cavity and a more
accurate treatment of the solute/solvent electrostatic
interactions. The latter point essentially requires
higher-order multipolar expansions or a fully numer-
ical description of the electric field generated by the
solute at the cavity boundary. The first point can be
successfully met by two different procedures. The
boundary of the solute cavity can be defined by the
isosurface of the total molecular electron density
(isodensity polarizable continuum model (IPCM)).118

Alternatively, the cavity can be built as an envelope
of atom-centered spheres (as in the polarizable
continuum model (PCM) method).115,119 Recently,
PCM has been more commonly used in the com-
putation of spectroscopic observables in condensed
phases, but both models have been shown to
satisfactorily reproduce solvent effects on the
hcc’s.84,85,87-91,104,106,109,120-125 The agreement with ex-
periments is almost quantitative for aprotic solvents,
as shown by the results of Table 9 where the results
relative to two representative nitroxides are reported.

However, all the calculations reproducing only bulk
effects reach “saturation” for ε ≈ 20, and there is a
noticeable underestimation of solvent shifts for protic
solvents. This result confirms that, as suggested by
several studies,87-91,110 in these latter media also
explicit interactions have to be taken into account.
Although it has been proposed that the above effect
can also be reproduced within a purely continuum
model by an ad hoc adjustment of the cavity radius,109

this would require unrealistically small cavities.
On the other hand, inspection of Tables 9 and 10

shows that the suitable coordination of only two
water molecules is able to provide a significant part
of the total solvent shift. It is not surprising, then,
that in several computational studies solvent is
modeled just including in the calculations a limited
number of solvent molecules, presumably strongly
coordinated to the solute.126

Table 8. Solvent Shift on the Nitrogen Mulliken Spin Densities (in a.u.) and Hyperfine Splitting Constants (in
Gauss) Computed for (CH3)2NO by PBE0/EPR-II Calculations by Using Different Description of the Solvent
Molecules

Spin Density

planar perpendicular

molecules chargea Mol+PCM molecules chargea Mol+PCM PCM

UKS 0.519 0.507 0.562 0.541 0.534 0.584 0.518
SOMOb 0.466 0.452 0.503 0.482 0.476 0.519 0.462

hcc

planar perpendicular

molecules chargea Mol+PCM molecules chargea Mol+PCM PCM

UKS 10.82 10.41 11.90 11.29 11.03 12.40 10.69
a Solvent molecules trated as point charges: q(oxygen) ) -0.834, q(hydrogen) ) 0.417. b Only the SOMO contribution to the

hcc is taken into account.
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However, also this “supramolecular” approach suf-
fers from important limitations. First, it is not able
to quantitatively reproduce solvent effects in nitrox-
ides (see Table 10) and in several other systems.120

Second, it cannot properly reproduce the screening
of the electrostatic interaction between the radical
center and the remaining part of the molecule due
to the solvent. This drawback can be particularly
important when the radical bears a potentially
charged group, as in the case of nitroxides containing
acid/base groups. As we have already seen, in those
compounds the nitrogen hcc depends on the proto-
nation state. The difference in the magnetic proper-
ties between the neutral and the charged species
obviously depends on the polarity of the solvent. As
a matter of fact, gas-phase calculations87,91 overesti-
mate by ≈30% the decrease of AN due to the proto-
nation. The inclusion of explicit solvent molecules
slightly improves the agreement with experiments,
but only including bulk solvent effects by PCM it is
possible to obtain values close to the experimental
ones (see Table 10).87,91

Experimental and theoretical studies thus point
out that a general solvent model should include both
bulk and hydrogen bond effects to correctly reproduce
the overall solvent effect. As a matter of fact, several
theoretical studies have shown that when both these
effects are properly taken into account the agreement
between experiments and computations is almost
quantitative for nitroxides91,110 (see Tables 9 and 10)

and for several other systems (e.g., glycyl121,122 and
tyrosyl106) that will be treated in the next sections.

But which mechanism can explain, at a microscopic
level, solvent effects on hcc’s? Also in this case the
effects cannot be considered independently; however,
schematically, we can say that solvent can affect the
hcc’s in the following different ways.

(1) It can influence the electronic structure of the
solute:

(a) directly, either due to bulk effect (for example,
its polarity) and to specific interactions (for example,
hydrogen bonds);

(b) indirectly: through geometry changes.
(2) It can influence the dynamical behavior of the

molecule: for example, viscous and/or oriented sol-
vents (such as liquid crystals) can strongly dump the
rotational and vibrational motions of the radical.

The first two aspects will be treated in the following
sections, whereas the last one will be tackled in the
section devoted to all the dynamical effects.

5.2. Influence of the Solvent on the Electronic
Structure of the Solute

The first and simplest consequence of the passage
from the gas to the condensed phase is an increase
of the dielectric constant experienced by the molecule.
It is possible to highlight the “general” consequences
that this variation has on the radical electronic
structure, even if the details can obviously change
from species to species.

(i) The relative stability of more polar electronic
structures increases with the solvent polarity, due
to an increase of the dielectric constant and/or to the
presence of solute-solvent hydrogen bonds also.

This effect can be invoked to explain, for example,
solvent shifts of nitrogen hcc’s in nitroxides. As we
have seen in the preceding sections, in these com-
pounds the spin density at the nitrogen nucleus
increases with the relative stability of resonance
structure Figure 7b, that involves a formal charge
separation within the NO moiety. This can explain
why in solvents exhibiting comparable hydrogen
bonding power, the nitrogen hcc increases almost
linearly with the dielectric constant. Analogously, the
existence of solute solvent hydrogen bonds discrimi-
nates the behavior of solvents with similar dielectric
constants.

(ii) Intrasolute hydrogen bonds are weakened.106,121

This feature can deeply affect the conformational
equilibria of the free radical (see the next paragraph).

(iii) Electrostatic interactions (both intra- and
intermolecular) are shielded. This effect can be
important when strongly electron donating/withdraw-
ing substituents are present on the radical (see, for
instance, the case of nitroxides used as pH probes).

In any case, specific interactions and bulk solvent
properties change the solute magnetic properties in
the same direction; a treatment taking into account
just one of the above effects is thus expected to
provide solvent shifts in qualitative agreement with
experiments, even if more or less underestimated.

This is no more true for the interactions involving
an exchange of electronic and/or spin density (through
charge-transfer interactions) among the solute and

Table 9. Comparison between the Measured and the
Computed Nitrogen hcc’s in Different Solvents for
Two Nitroxides

2,2,5,5-tetramethyl,
1-3,carboxy-pyrrolidine

2,2,5,5-tetramethyl,
1-4,carboxy-pyperidine

solvent exp calc exp calc

CCl4 14.08 13.80 15.45 15.09
CHCl3 14.70 14.05 15.95 15.31

14.61a 15.71a

15.25b

THF 14.25 14.14 15.53 15.40
CH2Cl2 14.36 14.17 15.79 15.42
CH3COCH3 14.29 14.27 15.60 15.52
CH3OH 15.20 14.30 16.25 15.54

15.29a 16.17a

Ph-NO2 14.47 14.30 15.73 15.54
DMF 14.50 14.30 15.72 15.55
DMSO 14.60 14.31 15.82 15.56
H2O 16.05 14.32 17.06 15.54

15.25a 15.54a

16.12b 16.74b

a Calculations including one explicit solvent molecule. b Cal-
culations including two explicit solvent molecules.

Table 10. Comparison among the Nitrogen hcc’s (in
gauss) Computed in the Gas Phase for Two
Nitroxides with a Different Number of Explicit
Solvent Moleculesa

nitrogen hcc in nitroxide

S 1 H2O 2 H2O expb

CP 13.45(14.32) 14.64(15.25) 15.58(16.13) 16.03
CP- 14.41(14.76) 15.78(15.70) 16.67(16.56) 16.23
CT 14.79(15.55) 15.35(16.14) 16.05(16.73) 17.06
CT- 15.03(15.66) 15.77(16.26) 16.41(16.78) 17.13

a Results obtained in the aqueous solution are reported in
parentheses. PBE0/EPR-II calculation. b In aqueous solution.
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solvent molecules. Previous work has indeed shown
that in some systems solute/solvent charge transfer
cannot be neglected and that it influences the free
radical magnetic properties, especially for charged
radicals and for hydrogen bonds involving amino
groups.126

In some systems, like the adducts formed by a
nitroxide and some water solvent molecules, the
solute/solvent charge transfer is instead negligible.
Nonetheless, inspection of Table 8 shows that ex-
plicit, not purely electrostatic, interactions play a
relevant role. As a matter of fact, neither continuum
models nor representations of solvent molecules by
point charges are able to reproduce the effect of the
presence of hydrogen bonded water molecules on the
hcc’s. In these cases, interactions with the solvent
electrons are likely to influence the solute electronic
structure, and these effects require a quantum me-
chanical treatment, which is not included in conven-
tional continuum models and is lacking by definition
in QM/MM approaches. Finally, for some coordina-
tions solvent molecules can take part to the SOMO.
In this case, as it happens for molecules perpendicu-
lar to the π plane in a π radical, their hcc’s can have
significant values and EPR experiments can shed
light on their coordination geometry (see, for ex-
ample, section 8.4).

5.3. Influence of the Solvent on the Solute
Geometry

All the effects described above can tune not only
the electronic structure of the solute but also its
equilibrium geometry. In this section, we try to
highlight the most common and significant geometry
changes in solution, referring to section 4.1 for the
treatment of the consequences of these changes on
the free radical magnetic properties.

The increase of the relative stability of more “polar”
electronic structures is usually mirrored by the
stabilization of more planar geometries. This hap-
pens, for example, in nitroxides89,90 and in peptides
(the amidic resonance structure is relatively fa-
vored).121 Bond lengths can be influenced by the same
effect. An increase of the polarity of the embedding
medium increases the NO bond length in nitroxides,
while in peptides the N-C bond shortens and the CO
bond is elongated.121

As we have already anticipated, solvent can affect
also the conformational equilibria of radicals contain-
ing intrasolute hydrogen bonds that are weakened
by a polar solvent. This effect can be extremely
important in peptide-derived radicals, whose confor-
mational behavior is determined by a delicate balance
of intra- and intermolecular hydrogen bonds. For
dipeptide analogues, a polar solvent stabilizes the so-
called R and â regions more than the γ one, exhibiting
an NH-CO intramolecular hydrogen bond.106,127 In
the tyrosine and tryptophan dipeptide radicals the
side chain conformational degrees of freedom are
strongly influenced by the formation of N(H)-ring and
CH-CO nonconventional hydrogen bonds,106,127 whose
stability is obviously influenced by the solvent. As a
consequence, the rotameric equilibria around the ø1
dihedral, and the “average” magnetic properties of
the radicals, depend on the solvent.106

In some systems, this “indirect” effect can modify
the magnetic properties of the solute more than the
direct effect: in the glycine radical121,122 aminic
hydrogens are equivalent in aqueous solution, whereas
their magnetic properties become remarkably differ-
ent in the gas phase, where one of the hydrogen
atoms is engaged in an intramolecular hydrogen
bonds and the geometry is not planar.

6. Dynamical Effects

6.1. Vibrational Averaging Effects
In the framework of the Born-Oppenheimer ap-

proximation, we can speak of a potential energy
surface (PES) and of a “property surface” (PS), which
can be obtained from quantum mechanical computa-
tions at different nuclear configurations. In this
scheme, expectation values of observables (e.g., iso-
tropic hcc’s) are obtained by averaging the different
properties on the nuclear wave functions.

Semirigid molecules are quite well described in
terms of a harmonic model, but a second-order
perturbative inclusion of principal anharmonicities
provides much improved results at a reasonable
cost.128-130 In this model, the vibrational energy (in
wavenumbers) of asymmetric tops is given by

where the ω’s are the harmonic wavenumbers and
the ê’s are simple functions of third (Fijk) and semi-
diagonal fourth (Fiijj) energy derivatives with respect
to normal modes Q.129 Next, fundamental vibrational
frequencies (νi) and zero point vibrational energy (E0)
are given by

At the same level the vibrationally averaged value
of a property Ω is given by

where Ωe is the value at the equilibrium geometry
and

Ri and âii being the first and second derivatives of
the property with respect to normal modes. The first
term of the rhs of eq 15 will be referred to in the
following as harmonic and the second one as anhar-
monic.

Also in this case methods rooted in the density
functional theory perform well provided that numer-
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ical problems are properly taken into account.131,132

For instance, the results shown in Table 11 for vinyl
radical point out the effect of both terms in the eq
15 on the final result.

The harmonic contribution is the most important
(although anharmonic terms are not negligible) ex-
cept for HR and, especially, CR. As a matter of fact
for this latter atom there is a nearly exact compensa-
tion between harmonic contributions by in-plane and
out-of-plane bendings, which have opposite signs. On
the other hand, anharmonic terms are particularly
large for CR and HR since they are not negligible for
in-plane bending at the radical center, whereas they
vanish (due to symmetry) for out-of-plane bendings.

The perturbative approach is ill adapted to treat
large amplitude vibrations because of their strong
curvilinear character and of the poor convergence of
the Taylor expansion of the potential. The general
solution to this problem becomes prohibitive for large
systems. However, a number of interesting cases can
be treated in terms of a single large amplitude (LA)
motion coupled to a bath of small amplitude (SA)
vibrations. If we are able to define a large amplitude
path (LAP) that does not contain any translational
or rotational component and if the coupling between
motion along this path and the transverse small
oscillations is small, we can build an effective one-
dimensional Hamiltonian governing the motion along
the LAP, whose arc length (s) is the so-called large
amplitude coordinate (LAC).129 The vibrational eigen-
values and eigenvectors (ej, |j〉) for the effective one-
dimensional Hamiltonian can be found by standard
numerical procedures and the expectation value of a
given observable Ω is given by

where Ωe is the value of the observable at a suitable
reference configuration and ∆Ω(s) is the expression
giving its variation as a function of the LAC. The
temperature dependence of the observable is obtained
by assuming a Boltzmann population of the vibra-
tional levels, so that

In the following sections, we will see that vibrational
averaging plays a significant role in the computation
of reliable hcc’s for a number of interesting systems.
Here we just discuss vibrational averaging effects

related to inversion at the radical center of typical π
(methyl) and σ (vinyl) radicals. Similar approaches
have been used to compute vibrational averaging
effects due to the inversion motion of CH2-X (X ) OH,
F, Cl) radicals.133,134

The methyl radical has a planar equilibriun struc-
ture with a low frequency out-of-plane motion. The
behavior of hcc’s as a function of the out-of-plane
angle (τ) is the following: aC is always positive and
increases with τ due to the progressive contribution
of carbon s orbitals to the SOMO (see Figure 9). The
effect is similar for aH, but since aH is negative for
the planar structure (due to spin polarization) the
absolute value of aH decreases up to τ ) 10 and next
increases due to the direct contribution (see Figure
9). The ground vibrational function is peaked at the
planar structure. Vibrational averaging then changes
the coupling constant toward values that would have
been obtained for pyramidal structures in a static
description. The wave function of the ground vibra-
tional state being symmetrically spread around the
planar reference configuration introduces contribu-
tions of pyramidal configurations. The effect is even
more pronounced in the first excited vibrational state,
whose wave function has a node at the planar
structure and is more delocalized than the funda-
mental one, thus giving increased weight to pyrami-
dal structures.

As a first approximation, the vibrationally aver-
aged value of a property can be written:

For planar reference structures, the linear term is

Table 11. Harmonic and Anharmonic Contribution to
the hcc of Vinyl Radical Calculated at the PBE0/
EPR-II//PBE0/6-311+G(d,p) Level

atom min ∆anh ∆harm tot exp

CR 112.67 -2.41 0.05 110.31 107.6
Câ -5.89 -0.61 -1.01 -7.51 -8.6
HR 16.90 -1.61 0.52 15.81 13.4
Hâ 64.58 0.32 1.65 66.55 65
Hâ′ 41.46 0.33 1.59 43.38 37
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Figure 9. (a) Energy variation (in kcal/mol) and hcc for
carbon and hydrogen atoms as a function of the hydrogen
out-of-plane angle in methyl radical. PBE0/EPR-II com-
putations. (b) Decomposition of the total hcc in its direct
ans spin polarization contribution.
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absent for symmetry reasons and the key role is
played by mean square amplitudes, which, however,
can be quite large and badly described at the har-
monic level. From a quantitative point of view,
vibrational averaging changes the equilibrium value
of aH by about 2 G (10%) and that of aC by about 10
G (30%): thus quantitative (and even semiquantita-
tive) agreement with experiment cannot be obtained
by static models, irrespective of the quality of the
electronic model.

The low frequency motions of vinyl radical cor-
respond to out-of-plane vibrations (wagging and
torsion) and in-plane inversion at the radical center.
The out-of-plane motions have the same effect as the
methyl inversion, albeit with a significantly smaller
strength. On the other hand, in-plane inversion is
characterized by a double-well potential with a
significant barrier. Vibrational averaging now acts
in an opposite direction, bringing the coupling con-
stants to values that would have been obtained for
less bent structures in a static description. The
ground-state vibrational wave function is more local-
ized inside the potential well, even under the barrier,
than outside. So it introduces more contributions of
“nearly linear” structures. Vibrational effects, while
still operative, are less apparent in this case since
high energy barriers imply high vibrational frequen-
cies with the consequent negligible population of
excited vibrational states and smaller displacements
around the equilibrium positions.

Unless Boltzmann averaging gives significant
weight to states above the barrier, this kind of
vibration is effectively governed by a single-well
potential unsymmetrically rising on the two sides of
the reference configuration. Now ∂O/∂s and 〈s〉 do not
vanish and usually have opposite signs, thus coun-
terbalancing the positive harmonic term. The result-
ing correction to Ωe is small and can be treated by
perturbative methods.

Analogous considerations can explain the role of
vibrational averaging effects in nitroxides,104 glycyl
radical,122 and some nucleic acid bases.135,136

The other large amplitude motions that have a
significant effect on hcc’s are internal rotations.
However, in most cases these can be treated by a
simple average of the hcc’s of different substituents.

A more detailed discussion is out of the scope of
this review, but we think that the simple examples
discussed above are sufficient to point out the role of
the often neglected vibrational effects and the avail-
ability of quite effective approaches to treat the
essentials of their effects.

7. Empirical Relationships
In this section, we discuss in some detail two

empirical relationships widely used to obtain the spin
density of a given atom from the experimental hcc of
substituents in R or in â position. These relationships
have been applied to different classes of compounds
like, e.g., allyl derivatives,18,21 nitroxides,99 and ty-
rosyl radical.137,140

They have usually been emploied on the C-H bond
in π radicals, and, for the sake of simplicity, our
treatment will use that bond as a test case. It is

important to note that they can be applied to a wide
range of compounds, being based on a general mech-
anism, i.e., spin polarization. The first McConnell
equation18,21 has been widely used for the calculation
of the carbon spin density (F) starting from the
experimental determination of the hcc’s (aH) of the
directly bound (ipso) hydrogen atom (Ca).

Both theory and experiment suggest that Q as-
sumes a value of ≈ -25 G.106,137 However, Q can be
considered a “constant” for every CH bond only if (i)
the carbon atom has a nonvanishing π spin density;
(ii) both atoms are supposed to be in the nodal plane
of the SOMO; (iii) hydrogen hcc is thus due to spin
polarization contribution only. When one of the above
requirements is not fulfilled, Q is expected to exhibit
more or less significant deviations from its reference
value. For example, if the ipso substituent has a
nonvanishing direct contribution its hcc is obviously
expected to depend on its spin density also. Alterna-
tively, hydrogen atoms bound to carbon atoms not
participating in the SOMO cannot be expected to
follow the McConnell equation, so that, even when a
linear relationship is found between the hydrogen hcc
and carbon atom spin density, the proportionality
constant should be different.

An interesting example of the above consideration
is provided by tyrosine-like radicals, which are prob-
ably the systems in which the McConnell relationship
has been in more widespread use in the interpreta-
tion of the experimental results.106

The modification of McConnell equation concerns,
instead, Ar•-CH-RR′ systems, where Ar• can be any
π radical system. It relates the hcc of the hydrogen
in the R position to the spin density of an aromatic
carbon atom, i.e.,

where θ is the dihedral angle defined by the pz orbital
on the adjacent carbon on the aromatic ring and the
CR-HR bond. However, when the CR-HR bond is not
parallel to plane of the radical system, the HR atom
gives a small but not negligible contribution to the
SOMO, increasing with the overlap with the pz
orbital of the aromatic carbon atom (originating the
cos2 θ dependence) and with the weight of this latter
orbital in the SOMO (and thus with the spin density
on that carbon atom).

Experiments and calculations106,141 agree in pre-
dicting a value of ≈55-60 G for the B constant.
However, it is important to note that the anion and
cation radical exhibit different values of B, due to the
different character (bonding, nonbonding, antibond-
ing) of the SOMO and, consequently, to the different
interactions with the CR-HR bond.32 Furthermore,
when treating more complex systems such as tyrosyl
peptide derivatives, non-negligible deviations from
the McConnell equation are found for several hydro-
gen atoms, their relative importance being larger for
θ close to 90°. When the HR atoms are close to the
ring plane the spin density has a negligible direct
contribution and indirect effects become dominant.

aHa ) QFCa (19)

aHR ) BFCa cos2 θ (20)
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The hcc’s are thus determined by second-order po-
larization effects, giving a positive contribution not
depending on θ, and dipolar couplings with the
carbon atom of the ring. Furthermore, it is necessary
to take into account the effect of small geometry
distortions and electronic interactions on the hydro-
gen spin density due to the presence of the peptide
backbone.106

8. Selected Examples: Biological Applications
It would be impossible to review all the theoretical

studies dealing, from different points of view, with
the magnetic properties of small-sized radicals. Fur-
thermore, we have already treated in the method-
ological sections some representative classes of radi-
cals. This section is thus focused almost exclusively
on organic free radicals of biological relevance. The
interest for those compounds has indeed grown very
rapidly in the last years, since many enzymatic
compounds and reactions involve open shell sys-
tems7,144,145 and can be in principle studied by EPR
spectroscopy. Furthermore, the spin labeling and spin
probing techniques have provided very useful infor-
mation on the structure and the conformational
behavior of several biological systems.8 Finally, the
study of those compounds involves several interesting
methodological aspects. They are usually medium-/
large-sized molecules, and, furthermore, dissecting
all the effects determining their magnetic properties
is a very difficult task due to the intrinsic complexity
of the biological systems.

8.1. Nitroxides
As anticipated above, nitroxides are among the

most thoroughly studied radicals, both from experi-
mental and computational points of view. They are
easy to synthesize, stable (free radical lifetimes of
months to years; stable to temperature), and soluble
in water and in most organic solvents. Furthermore,
the localization of the unpaired electron in the NO
moiety (see Figure 6) is very helpful in the interpre-
tation of the experimental EPR spectra. These prop-
erties make thus nitroxides ideal “spin probes” and
“spin labels”.15,146,147 In the preceding sections, we
have already examined in detail the main effects
influencing the nitroxide hcc’s: geometry around the
NO moiety, electron donor power and number of
substituents, polarity and hydrogen bonding power
of the embedding medium, inversion motion at the
nitrogen atom. All those effects have been examined
in several computational papers, and the most im-
portant magnetic properties of the nitroxides are
nowadays well assessed. The most interesting open
questions probably concern the effect of nonstandard
embedding media, like micelles or cellular mem-
branes. Those systems can be hardly described by
“macroscopic” indicators like, e.g., the dielectric
constant, since they are highly anisotropic and am-
phiphilic and a number of different explicit interac-
tions (solvent molecules, charged components, and
their counterions, hydrophobic groups) can affect the
value of the hcc. It is not surprising, thus, that such
complex systems cannot be easily modeled and
studied by computational approaches.

Finally, it is worth mentioning that inclusion of a
six-membered ring nitroxide in a peptide backbone,
yielding the 2,2,6,6-tetramethylpiperidine-1-oxyl-4-
amino-4-carboxylic acid (usually referred to as TOAC),
has been extremely fruitful for the study of the
conformational behavior of peptides.148 The magnetic
behavior of this compound is similar to that of a
“standard” nitroxide.149 However, as it happens for
peptide derivative radicals (vide infra), backbone and
side chain degrees of freedom are strongly coupled.
As a consequence, some backbone conformations can
stabilize twisted structures of the nitroxide ring,
which exhibit the magnetic properties characteristic
of planar NO moieties, and, thus, different from those
of the other six-membered ring nitroxides.149

8.2. Peptide Derivative Radicals
The radical resulting from the loss of an HR• from

glycine (hereafter, glycyl radical) is the simplest
peptide/amino acid-derived radical and is formed in
some enzymatic reactions. It is thus not surprising
that it has been the object of several computational
studies, concerning both the amino acid120-122,150-157

and the peptide radical.158-165 Although the proper-
ties of the amino acid and of the peptide are quite
different,165 it is possible to highlight some common
trends. The conformational behavior of the glycyl
radical (peptide and amino acid) is remarkably dif-
ferent from that of the parent molecule: only planar
or quasi-planar conformations are energetically ac-
cessible, since they allow delocalization of the π
electrons across the whole compound (see Figure
10).120-122,158-165

The stability of glycyl radical is usually explained
in terms of the captodative effect,161-164 which occurs
when the radical center is located between a π donor
(the -NHR group) and a π acceptor (the -OCR group)
substituent.154,166 The cooperative effect of these two
groups results in an enhanced radical resonance
stability, which is more important for the amino acid-
derived radical than for its peptide analogue.165 In
addition to the captodative effect, the equilibrium
between different protomeric forms is tuned by
environmental effects (e.g., selective stabilization of
charged species and/or resonance forms).

Glycyl derivatives in different ionization states
are among the most thoroughly investigated radicals

Figure 10. Schematic drawing of the single occupied
molecular orbital of glycyl radical peptide.
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for what concerns solvent shifts of the magnetic
properties.120-122 In particular, the anionic form of the
glycyl radical represents a nice case study showing
that none of the different environmental and vibra-
tional contributions to the hcc can be neglected for a
reliable description of the magnetic properties (see
Figure 11).122

The role of specific (first solvation shell) and bulk
(continuum) contributions to hcc shifts is comparable,
so that the overall solvent effect can be reproduced
only by a mixed discrete-continuum model, including
four explicit water molecules, i.e., the whole first
solvation shell of the radical. Furthermore, as we
have seen above, solvent-induced geometry modifica-
tions are extremely important especially for hydrogen
atom hcc’s.121,122 Also vibrational averaging effects are
not negligible due to the presence of large amplitude
torsion and inversion motions.122

Since the most significant features of the alanine
derived radical are similar to those of glycyl,167,168 we
will not discuss it in further detail. It is just worth
mentioning that alanyl radicals have been used as
dosimeters of ionizing radiations.169

Tyrosyl is the most common peptide-derived radi-
cal, and it is an important intermediate in several
enzymatic reactions. Besides a large number of
experimental investigations, several computational
studies have thus been devoted to the characteriza-
tion of this residue106 or of its models (phenoxyl-like
compounds).171-180 Tyrosyl and phenoxyl have ex-
temely similar SOMOs, and exhibit “odd alternant”
spin distribution patterns with a dominant contribu-
tion from the oxygen, Cortho, and Cpara atoms (see
Figure 4). This general picture does not change when
the phenoxy ring bears o-methylthio and p-methyl
(or other paraffinic) substituents. For example, only
≈12% of the total unpaired spin is calculated to be
delocalized onto the sulfur atom,176 in the o-meth-
ylthio-phenoxyl radical.

However, the tuning of the magnetic properties by
the interactions between the ring and the substitu-
ents is not negligible. This is the case of tyrosyl
peptide106 and some thioether-substituted phenoxy
compounds.177

Since in enzymatic reactions the tyrosyl radical is
“active” within a proteic environment, many of the
theoretical studies on tyrosyl-like compounds have
investigated the influence of environmental effects
(e.g., external hydrogen bonds) on its magnetic
properties.

However, it is interesting to note that, when the
peptide backbone is included in the model system,
the presence of a “nonsymmetric” hydrogen bond with
one water molecule does not cause any further
“asymmetrization” of the phenoxy hcc’s with respect
to the “intrinsic” asymmetry due to the interaction
with the peptide backbone.106

Apart from tyrosyl and glycyl radicals, to the best
of our knowledge the only peptide-like radicals that
have been studied by a computational approach are
those derived from cysteine,170-183 tryptophan,184-192

and histidine.193-195

Since almost all the spin density should be located
on the sulfur atom,181 simpler sulfur radicals can be
fruitfully employed to model cysteine radical. How-
ever, the comparison between computations and
experiments is made difficult by the lack of com-
pletely assessed experimental data.171

Tryptophan radical, usually modeled by indole
derivative radicals, is characterized by an odd-
alternant spin distribution.185-192 In analogy with
tyrosyl, the hcc of the â proton of the 3-ethylindole
derivative exhibits large, sinusoidal variations with
the orientation of the substituent with respect to the
ring plane and thus can give valuable information
on the orientation of the radical center within the
protein. Finally, the comparison between experi-
ments and calculations has been fruitfully employed
to ascertain whether the neutral or the cation tryp-
tophan radical is present in a given protein, as well
as whether the radical is hydrogen bonded.185,189,192

DFT calculations have been also employed to study
cationic and neutral radicals from 4-ethylimidazole
hydroxylated at three different positions as models
of hydroxylated histidine radical.193,194

8.3. Nucleic Acid Bases
Free radicals derived from nucleic acid bases have

recently gained significant attention since they are
important intermediates in a number of biochemical
processes, like, e.g., DNA damage by UV radia-
tion.196,197 The interpretation of the experimental
EPR and ENDOR experiments is seldom straight-
forward due to the possible formation of multiple
different radical species and to the difficulty in
evaluating environmental effects on the experimental
spectra.197 This task has thus been addressed by
computational studies135,198-214 as well, showing the
usefulness of suitable theoretical approaches in the
interpretation of the experimental spectra and in the
definition of the structure/observable relationships.

Schematically (for a detailed review, see ref 214)
we can say that the most important reactions result-
ing in the formation of nucleobase radicals are (i) the
direct ionization (producing the radical cation), (ii)
the reaction with hydrated electrons (yielding a
radical anion), (iii) the reaction with the species
issuing from water radiolysis, i.e., hydrogen (H•) and
hydroxyl (OH•) radicals. Obviously, the latter reaction
can produce different radicals depending on the atom
undergoing the radical addition. Finally, the above
picture is made more complex by the possibility that
the radical initially formed can further react: for
example, protonation of the radical anion can give

Figure 11. Different contributions to the hcc’s (in Gauss)
of glycine anion radical computed at the B3LYP/EPR-II
level.122
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rise to the same compounds issuing from direct
addition of H• to the nucleobase.208-211

Theoretical studies have shown that these radicals
have quite different equilibrium geometries and
magnetic properties. As an example of this varied
behavior, Figure 12 shows the SOMO of five possible
radicals issuing from cytosine, and Table 12 collects
the corresponding hcc’s.

The comparison between experiments and compu-
tations shows that the relative stability of the dif-
ferent radicals often depends on the experimental
conditions and that several radicals can be contem-
porarily present in the same system contributing to
the experimental EPR spectra. In general terms, we
can say that, being comparatively unstable, the anion
and cation radicals have the tendency to undergo H•

and OH• addition or, alternatively, dehydrogenation.
For the cytosine radical in monohydrate crystals, the
product resulting from N3 hydrogenation is predicted
to be the most stable.208 On the other hand, the lowest
energy radical of thymine should result from the loss
of a hydrogen atom of the methyl substituent and its
addition to the C6 atom.209 Finally, protonation at N7
should be favored210 in guanine radicals, whereas
hydrogenation at C8 and dehydrogenation at N9
should prevail for adenine.211

All the calculations agree in predicting that in the
energy minimum of most radicals the pyrimidine or
purine ring is more or less significantly puckered.
This leads to an asymmetrization between axial-like
and equatorial substituents and strongly influences
the direct contribution to the hcc’s. It is thus not

surprising that one of the most debated matters
concerns the degree of planarity of the radicals200,201

or of their substituents.212,213

Recent studies have highlighted that a proper
account of vibrational averaging effects is often
necessary for getting significant insight on this kind
of question and for reproducing the experimental
hcc’s.135,136 For example, in 5,6-dihydrocytos-5-yl only
vibrational averaging can make the equilibrium
structure planar and H6 atoms strictly equivalent,
in agreement with the EPR experiments.135 The
importance of a proper account of large amplitude
vibrations is even more apparent in 5,6-dihydrocytos-
6-yl. In the equilibrium structure, the two H5 atoms
display strongly nonequivalent hcc’s, since, due to the
ring puckering, they are asymmetrically placed with
respect to the ring plane. However, inspection of the
energy profile along the path governing the inversion
at the half chair structure of the radical shows that
there are two symmetric minima, connected by a
saddle point (corresponding to the planar arrange-
ment) only 2 kJ mol-1 higher in energy. An anhar-
monic treatment of the vibrational levels supported
by the motion along the path connecting the two
minima shows that the lowest vibrational level is
delocalized over them. As a consequence, vibrational
averaging yields strictly equivalent hcc’s for the two
H5 atoms, with a value close to the experimental
determination.135 Similar results have been obtained
for 5,6-dihydrothym-6yl radicals, even if for this
radical the two minima are not symmetric.136 These
findings suggest that systems characterized by “floppy”
energy minima must be investigated very cau-
tiously: in such circumstances, environmental effects
(due to the solvent or to the crystal) as well as
experimental conditions (e.g., temperature) can
strongly modify the magnetic properties of the radi-
cal, biasing the comparison between computation and
experiments, unless the effect of large amplitude
vibrations is explicitly and properly taken into ac-
count.

Environmental effects on the magnetic properties
are significant also for the nucleobase radicals, and
when they have been taken into account,135,136,198 by
applying the PCM136,198,199 or the simple Onsager
model,198 the agreement with the experiments im-
proves, sometimes remarkably.199 It is interesting to
highlight that for the N3 protonated derivative of the
cytosine radical only the inclusion of explicit solvent
molecules is able to remove any discrepancy between
computations and experiments.135

8.4. Quinone Derivatives
Quinones are key electron-transfer intermediates

in essential biological processes.215 Semiquinone an-
ion radicals, formed by electron transfer to quinones,
can be studied by EPR spectroscopy; it is thus not
surprising that many theoretical studies have been
devoted to the study of their magnetic properties (for
a review see ref 235).109-125,216-236 The simpler rep-
resentative of this family of compounds is the 1,4-
benzoquinone radical anion, whose SOMO is sche-
matically depicted in Figure 13.

The unpaired spin electron is mainly localized on
the oxygen atoms: the computed Mulliken spin

Figure 12. Schematic drawing of the single occupied
molecular orbital of different derivatives of cytosine radical.

Table 12. Computed Hydrogen hcc’s (in Gauss) for the
Five Cytosine Derived Radicals of Figure 12

radical N1H N4Ha N4Hb C5H C6H add H

Cyt+a -3.86 0.25 0.25 -8.06 -0.46
Cyt-a 2.10 1.96 4.21 -0.39 0.28
CytN3a -3.0 19.6 -1.1 1.75 -13.7 0.6
CytN3b -3.1 21.0 -1.1 -15.5 0.2
Cyt5yla -1.25 -0.29 -0.29 -16.4 45.1 42.0
Cyt5ylb -17.4 51.3 50.1
Cyt6yla -3.5 0.25 0.0 14.0 -14.2 44.6
Cyt6ylb 14.6 -15.0 48.0

a PW86/6-311G(2d,p)//B3LYP/6-31G(d,p) calculations from
ref 208. b B3LYP/EPR-II//B3LYP/6-311G(d,p) calculations from
ref 105.
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population on each of the oxygen atoms is ≈0.25,216,224

whereas it is ≈0.10 au on each carbon atom. The
presence of alkyl substituents on the ring216,224 as well
as on an additional benzene ring (as in the 1,4-
naphthosemiquinone radical)231 induces only negli-
gible changes on the spin density distribution, even
if it obviously disrupts the symmetry with respect to
geometry, spin distribution, and hyperfine properties
of the unsubstituted quinone.216,224,231 Furthermore,
the conformational behavior of the quinone strongly
depends on the nature and the number of ring
substituents.217

Single and double protonation remarkably alter,
instead, the spin density of the semiquinoid radi-
cal.216 Neutral QH radicals exhibit indeed the odd
alternant character of the phenoxy-like radicals: C2,
C4, and C6 atoms bear a positive spin density due to
the direct contribution, whereas C1, C3, and C5
atoms have a negative spin density deriving from
spin polarization. On the other hand, the spin density
of the QH2+ radical is localized mainly on the C1/C4
atoms (ca. 0.22 on each) and only to a smaller extent
on the oxygen atoms.

Due to their importance in biological processes,
many of the computational studies on semiquinone
radicals have been addressed to investigate how their
magnetic properties are modulated by the embedding
medium, i.e., the solvent or a protein.109,225-234 Sym-
metric hydrogen bonding to O1 and O4 atoms as well
as an increase of the solvent dielectric constant lead
to a redistribution of the ring π spin density from the
semiquinone oxygen atoms toward the C1 and C4
carbonyl atoms.109,216,231 On the other hand, asym-
metric hydrogen bonding to one of the oxygen atoms
(e.g., O1) leads to an odd alternate distribution of the
π spin density, with dominant contributions from C1,
C3, and O4 atoms.216,227,229,231

Interestingly, the asymmetrization due to nonsym-
metric hydrogen bonding propagates on the ring
substituents, usefully complementing EPR experi-
ments in the determination of the coordination
sphere of the radical within the protein.231

8.5. Carbohydrate Derivatives
The number of computational studies on the mag-

netic properties of carbohydrate radicals is not

high.237-242 Most of them consider ribose derivatives,
since interest on the carbohydrate radical is, at least
in part, due to the finding that radiation damage in
DNA may result in the formation of sugar radicals
as well. A comprehensive DFT study242 shows that
the C4′ south-type radical and the C3′ south-type
radical are the most stable species for radicals formed
via hydrogen abstraction and removal of a hydroxyl
group, respectively. More recently, due to radiation
treatment of food, more attention has been given to
free radicals of sugars present in food, such as, e.g.,
fructose and glucose. DFT computations allowed the
identification of the radical species experimentally
observed in irradiated fructose.240

From a methodological point of view, these studies
confirm that HF calculations overestimate the hcc’s,
whereas DFT computations provide good results.242

However, it is worth highlighting that the magnetic
properties of the sugar radicals are expected to be
remarkably influenced by ring puckering and, thus,
by vibrational motion along this degree of freedom.

9. Concluding Remarks
The present review is devoted to analyze the role

of different effects in determining the magnetic
properties of organic free radicals and the methods
developed for their quantum mechanical evaluation.

From a methodological point of view, the most
sophisticated post-HF methods, coupled to large basis
sets, provide very accurate results for small-sized
molecules in the gas phase. Methods rooted in the
density functional theory, although not always as
accurate as the above methods, have become very
effective tools, since they couple a remarkable reli-
ability in the computation of the geometric and
magnetic properties of organic free radical with a
very favorable scaling with the number of active
electrons, thus allowing the study of compounds of
biological significance. However, the choice of the best
functional for a given application remains an impor-
tant technical issue, and the inclusion of some
Hartree-Fock exchange can be quite important.
Hybrid functionals such as the popular B3LYP or the
parameter-free PBE0 model are able to treat in a
balanced way the differential spin polarization of
different shells, thus providing a good description of
the magnetic properties of many classes of com-
pounds. A combined PBE0/QCISD approach can
further extend the reliability of the computational
model to species such as nitroxides for which con-
ventional and hybrid density functionals are not
sufficiently accurate.

A reliable description of the radical electronic
structure is the basis for any analysis aimed at
evaluating the roles of intrinsic, environmental, and
vibrational effects in determining the overall hcc’s.

Using nitroxides as “test cases”, we have shown
how the magnetic properties are modulated by the
nature and the number of substituents that can
influence both the geometric and electronic structures
of the radical. Some geometric parameters, such as,
e.g., the deviation from the planarity for π radicals,
can remarkably affect the hcc’s. Furthermore, in
some cases the same substituent can influence the

Figure 13. Schematic drawing of the single occupied
molecular orbital of para-benzoquinone anion.
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geometry and the electronic structure of the free
radical in opposite directions for what concerns the
hcc shift. The use of methods able to give accurate
geometries and to correctly predict the effect of
substituents on the electron density is thus manda-
tory for a reliable calculation of the hcc’s. In most of
the systems, however, it is not difficult to meet those
requirements by using properly chosen density func-
tionals and medium-sized basis sets.

For what concerns environmental effects, we have
shown that in isotropic solvents the calculation of
hcc’s solvent shifts can be considered a well-assessed
problem: adding bulk solvent effects in a suitable
way (for instance, by the PCM) to the values calcu-
lated on a supermolecule composed by the solute and
the solvent molecules more strongly coordinated to
the radical center allows one to reach an accuracy
comparable to the experimental one.

Among the questions that are still open, the most
important probably concern (i) the number of solvent
molecules that have to be included in the supermol-
ecule, and (ii) the accuracy necessary in determining
their coordination geometry to the solute.

One simple but physically well-grounded criterium
for deciding whether including or not explicit solvent
molecules in condensed phase calculations is to
compare the interaction energy between one solvent
molecule and the solute with the interaction energy
between two solvent molecules. If the former value
is significantly larger than the latter, it can be safely
assumed that the residence time of a solvent molecule
“around” the solute is large enough to influence its
molecular properties via the formation of specific and
“not averaged” interactions.

However, it is important to highlight that the
problem of the number and the position of solvent
molecules in the first solvation shell of a radical is
intrinsically dynamic, and thus it cannot be solved
on a pure “static” basis.

In the same vein, vibrational averaging effects
cannot be neglected for flexible systems. Effective
approaches are available for semirigid systems or for
a reduced number of large amplitude motions. Fur-
ther work is needed to extend these treatments to
large numbers of large amplitude motions.

In general terms, the coupling of effective dynami-
cal treatments with quantum mechanical evaluations
of spectroscopic properties for a statistically signifi-
cant number of configurations is one of the most
exciting perspectives for the near future.

A review of the most significant studies on biologi-
cal free radicals shows the importance of properly
tailoring the models studied, going, whenever pos-
sible, beyond the simplest model of a rigid and
insulated radical. Interactions with the protein, as
well as with solvent molecules, significantly tune the
static and dynamic properties of the free radical and,
thus, its hcc’s.

In conclusion, the methodological machinery for the
computational study of the magnetic properties of
organic free radicals is well assessed and is easily
available, not only for theroretically oriented re-
searchers, but also for experimentalists. It is now
possible to compute hcc’s of large-sized radicals in

“realistic” environments and to directly compare the
computational results with their experimental coun-
terparts. On this ground, it is easier to dissect the
different effects determining the magnetic properties
of a free radical. However, it is important to note that,
as we have shown in this review, the different effects
are not always dissectable, being often mutually
interrelated and strongly coupled. A critical compari-
son between computational and experimental results
is thus always necessary.
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